Abstract — For applications such as capacity expansion planning and screening studies of alternative expansion plans, there is a need for a fast, accurate, reliable and robust method to approximate the equivalent load duration curves (e.l.d.c.'s) for production costing. The concept of equivalent load, which is the sum of the customer load demand and the outage capacity of the generating blocks, plays a key role in probabilistic production costing. This paper describes a newly developed approximation technique based on mixtures of normal distributions. The mixtures of normals approximation (m.o.n.a.) for e.l.d.c.'s proceeds in three steps. First, the system load random variable is approximated by a mixture of normals distribution. Next, the approximation of the outage random variable of a group of one or more units by a mixture of normals distribution is obtained. Finally, these two approximations are combined to derive the m.o.n.a. of the system load random variable which can be interpreted in terms of partitioning the load into various categories based on the load magnitudes. A salient feature of the m.o.n.a. technique is the simple recursive formula for convolving or "rolling in" and for deconvolving or "rolling out" the contribution of each generating block. The performance of the m.o.n.a. technique is analyzed in terms of its ability to fit the original load duration curve, its accuracy and robustness. Numerical results indicate that the m.o.n.a. technique is very robust, accurate and rapid. Comparison with conventional and cumulant-based techniques shows that the m.o.n.a. technique has excellent comparative computational performance on both well-behaved and pathological systems.

INTRODUCTION

Production costing is the basic tool used for assessing the variable effects of alternative resource plans. To take into account the uncertainty inherent in both the system load demand and the supply system, a probabilistic production costing framework is used [1,3]. In this framework, the planning period is divided into study periods. For each study period, the load is modeled as a random variable (r.v.) with the complement of its cumulative distribution function (c.d.f.) given by the load duration curve (l.d.c.). The loading of each generation unit of the supply system is represented by the outage capacity r.v. that incorporates the effects of forced outages. Under the reasonable assumption of mutual independence of the outage capacity r.v. of each unit and load r.v., the basic element is the simulation of the energy production process is the convolution of the distributions of r.v.'s. Central to the probabilistic production costing analysis is the equivalent load duration curve (e.l.d.c.). The e.l.d.c. is the complement of the c.d.f. of the equivalent load r.v. The equivalent load is the sum of the system load and the outage capacity of one or more generation units. The major difference among various probabilistic production costing approaches lies in the manner in which the e.l.d.c. is represented. In the conventional approach, the e.l.d.c. is represented at each point of a uniformly spaced grid. Linear interpolation is then used to determine the value at intermediate points. In a piece-wise linear approximation of this kind, the numerical convolution process is time consuming since each successive e.l.d.c., which is the result of the convolution, must be evaluated at each grid point. Among the most prominent alternative approaches to the approximation of e.l.d.c.'s are the cumulant-based techniques [4,5,7,8]. These are based on the use of moments of the equivalent load. An extremely attractive feature of this approach is that the convolution/deconvolution involves merely the addition/subtraction of cumulants. While in many cases cumulant-based techniques obtain good fits to the e.l.d.c.'s, they have some inherent limitations resulting in poor performance [6]. Moreover, since the e.l.d.c. is provided by the cumulant-based techniques is not the complement of an actual c.d.f., it is possible in certain cases to obtain negative values for the e.l.d.c. [6]. The most serious drawback of the cumulant-based approaches is their poor performance in obtaining a good fit of the system load duration curve [7]. Since the inaccuracy in the approximation of the original load duration curve is propagated through the convolution process to each e.l.d.c., it is seen that this is a serious problem.

For applications such as capacity expansion planning and screening of alternative expansion plans, there is a need for a fast, accurate, robust method to approximate the e.l.d.c.'s. We have developed a new approximation technique based on mixtures of normals distributions [9]. In this paper we describe the mixture of normals approximation (m.o.n.a.) technique and its implementation. The m.o.n.a. technique uses mixtures of normals to represent the l.d.c. and the supply system and makes extensive use of the properties of these distributions. The representation of the l.d.c. by a mixture of normals distribution is used in the development of a cumulant-based technique in [8]. We present representative numerical results. Extensive testing of the m.o.n.a. technique indicates that it is accurate, efficient and robust. Comparison with conventional and cumulant-based techniques indicates that the m.o.n.a. technique has excellent comparative computational performance on both well-behaved and pathological systems.

MIXTURE OF NORMALS

We consider a set of normally distributed r.v.'s each with mean \( \mu_i \) and variance \( \sigma_i^2 \), \( i = 1, \ldots, n \). A mixture of normals distribution (m.o.n.d.) is a convex combination of normal distributions. Let \( \Phi(x; \mu_i, \sigma_i^2) \) denote the c.d.f. of the ith normal r.v. \( F(\cdot) \) is said to be a m.o.n.d. if
Let us consider for the sake of simplicity a system with $N$ two-state units each loaded as a single block. The probability of unit $i$ being forced out is then $q_i = 1 - p_i$. The outage capacity r.v. $Z_i$ of unit $i$ is

Let unit $i$ have capacity $c_i$ and availability $p_i$. The mixture of normals density function, its mean and variance are readily evaluated from the parameters $c_i, p_i$, and $q_i$.

The c.d.f. of the outage capacity of $n$ units is

$$F_n(x) = \Pr \left( \sum_{i=1}^{n} Z_i \leq x \right) \quad 1 \leq n \leq N$$

The m.o.n.a. of $F_n(x)$ is obtained by partitioning $\mathcal{O}_n$, the set of all possible states of units 1,2,...,n. Let $r > 0$ be some integer. Let $\mathcal{Q}_{n,j}$ be the subset of the states in which $j$ units are on outage, for $j = 0, 1, 2, ..., r$. Let $\mathcal{Q}_{n,r}$ be the subset of the states in which $r$ or more units are on outage. Then

$$\mathcal{O}_n = \mathcal{Q}_{n,0} \cup \mathcal{Q}_{n,1} \cup \ldots \cup \mathcal{Q}_{n,r} \cup \mathcal{Q}_{n,r+1} = \emptyset \quad i \neq j$$

Conditioning over the subsets of $\mathcal{O}_0$

$$F_n(x) = \sum_{j=0}^{r} \Pr \left( \sum_{i=1}^{n} Z_i \leq x \mid \mathcal{Q}_{n,j} \right) \Pr \left( \mathcal{Q}_{n,j} \right)$$

We approximate each conditional probability density term in the summation by a normal so that we may approximate $F_n(x)$ by

$$F_n^2(x) = \sum_{j=0}^{r} \Phi(x; \mu_{n,j}, \sigma_{n,j}^2) \eta_{n,j}$$

where,

$$\mu_{n,j} = \frac{1}{n} \sum_{i=1}^{n} \mathcal{Q}_{n,j} \mathcal{Q}_{n,i} \Phi(x; \mu_i, \sigma_i^2) \mathcal{Q}_{n,j} \mathcal{Q}_{n,i}$$

$$\sigma_{n,j}^2 = \frac{1}{n} \sum_{i=1}^{n} \mathcal{Q}_{n,j} \mathcal{Q}_{n,i} \Phi(x; \mu_i, \sigma_i^2) \mathcal{Q}_{n,j} \mathcal{Q}_{n,i}$$

An important feature of this approximation is that simple recursive formulae for evaluating $\mu_{n,j}$, $\sigma_{n,j}$, and $\eta_{n,j}$ can be derived for adding (convolution) or withdrawing a unit (deconvolution). Tables I and II present the recursive relations.

The general case of multiple-state multiple-block units is treated in Appendix B. The m.o.n.a. of the outage capacity has the identical form of Eq. (3); the recursive formulae to evaluate the parameters are, however, different.

The last phase of the m.o.n.a. technique uses the convolution property of the m.o.n.a.'s corresponding to the loading of the group of units 1,2,...,n. We derive in Appendix C the following relation:

$$g_n^2(x) = 1 - \sum_{k=1}^{K} \sum_{j=0}^{r} \omega_k \mathcal{Q}_{n,j} \Phi(x; \mu_k, \sigma_k^2) \mathcal{Q}_{n,j} \mathcal{Q}_{n,k}$$

(4)

The application of the m.o.n.a. technique to a simple system is presented in [9]. The numerical example reproduces the m.o.n.a. computations for a 3 generating unit system.
IMPLEMENTATION AND TEST RESULTS

The m.o.n.a. technique was implemented within the framework of a test-bed developed specifically for the purpose of testing e.i.d.c. approximation techniques. The m.o.n.a., cumulant-based, and piece-wise linear approximation techniques were implemented into the test-bed. The test-bed permits the testing and the comparison of the performance of e.i.d.c. approximation techniques on a consistent basis.

Table I: Recursive evaluation of the outage capacity m.o.n.a. parameters for convolution for two-state units.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{m,n,q}$</td>
<td>$a_{m,n,q} = a_{m,n-1,q-1} + a_{m,n-1,q} + a_{m,n-1,q+1}$</td>
</tr>
<tr>
<td>$a_{m,n,q}$</td>
<td>$a_{m,n,q} = a_{m,n-1,q-1} + a_{m,n-1,q} + a_{m,n-1,q+1}$</td>
</tr>
<tr>
<td>$a_{m,n,q}$</td>
<td>$a_{m,n,q} = a_{m,n-1,q-1} + a_{m,n-1,q} + a_{m,n-1,q+1}$</td>
</tr>
</tbody>
</table>

Table II: Recursive evaluation of the outage capacity m.o.n.a. parameters for deconvolution for two-state units.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_{m,n,q}$</td>
<td>$b_{m,n,q} = b_{m,n-1,q-1} + b_{m,n-1,q} + b_{m,n-1,q+1}$</td>
</tr>
<tr>
<td>$b_{m,n,q}$</td>
<td>$b_{m,n,q} = b_{m,n-1,q-1} + b_{m,n-1,q} + b_{m,n-1,q+1}$</td>
</tr>
<tr>
<td>$b_{m,n,q}$</td>
<td>$b_{m,n,q} = b_{m,n-1,q-1} + b_{m,n-1,q} + b_{m,n-1,q+1}$</td>
</tr>
</tbody>
</table>

The performance of the m.o.n.a. technique was assessed based on tests using a variety of utility systems and conditions. The test results described in this paper utilize the EPRI Synthetic Utility D, PG and E Derived, and Texas Electric Systems. Basic characteristics of these systems are given in [9]. The cases considered include both well-behaved and pathological systems. The EPRI D [2] and PG and E Derived [9] systems are large. The Texas Electric Utility System, on the other hand, is small. It was selected in order to include in the testing a system on which cumulant-based techniques have not had completely satisfactory performance [6]. The accuracy of m.o.n.a. and the other alternative e.i.d.c. approximation techniques evaluated are measured with respect to benchmark results obtained using a piece-wise linear approximation with a 1 MW grid [9].

The results of the investigation of the goodness-of-fit of the m.o.n.a. for the system l.d.c. show the strong capability of the m.o.n.a. technique to fit l.d.c.'s of any shape and form [9]. Fig. 2 displays the performance of m.o.n.a. on the Texas Electric system. The accuracy of the m.o.n.a. in Eq. (2) is virtually the same for the number of terms $2 \leq K \leq 4$. The accuracy of the m.o.n.a. fit to the l.d.c. is also not sensitive to the exact location of the chosen load demarcation points. The excellent ability of the m.o.n.a. technique to accurately approximate l.d.c.'s overcomes a major disadvantage of cumulant-based methods [6].

The results of the investigation of the m.o.n.a. techniques's ability to approximate e.i.d.c.'s indicate that the m.o.n.a. for e.i.d.c.'s is accurate even for a small number of blocks, i.e., even when the large sample property of the central limit theorem does not hold. That is, the m.o.n.a. technique gives acceptable accuracy for base-loaded blocks. Test results show that the accuracy of the e.i.d.c. approximation is quite insensitive to the number of classes $(r+1)$ in the m.o.n.a. in Eq. (3) [9]. Fig. 3 shows the pointwise error in the "mixed" e.i.d.c. using the m.o.n.a. technique for the EPRI D system. The "mixed" e.i.d.c. is obtained by plotting for each block k the $(k-1)$th e.i.d.c. over the interval where the block is loaded. The good fit of the m.o.n.a. technique computed e.i.d.c.'s, as evidenced by the error plot of Fig. 3, is representative of the very good accuracy of the m.o.n.a. technique. The insensitivity of the m.o.n.a. to the number of terms in the representation of the load r.v. and the precise location of the load demarcation points also hold in the approximation for e.i.d.c.'s [9]. The m.o.n.a. technique is very robust, as it performs very well on pathological cases. The overall experimental evidence indicates that the m.o.n.a. techniques produces...
excellent results for the evaluation of production
costs [9].

The performance of the m.o.n.a. technique was com-
pared to that of the following three alternative approx-
imate techniques: homogeneous and nonhomogeneous
piece-wise linear algorithms and the Type A Gram-Charlier
8 moments-based cumulant scheme. The results indicate
that the comparative performance of the m.o.n.a. is
excellent in terms of accuracy and speed. Fig. 3
gives a comparison of the m.o.n.a. technique with
the cumulant-based technique and the variant of the
homogeneous piece-wise linear approximation algorithm of
PGandE [3,9]. Table III provides a comparison of the
m.o.n.a. technique with alternative approximation
schemes in terms of computation times. The accuracy
and efficiency of the m.o.n.a. technique coupled with
its robustness lead to the conclusion that it is a
superior scheme for evaluating e.l.d.c.'s.

Table III: Comparison of computation times for the
approximation techniques on the PGandE
derived system under winter load conditions
for a 3-period simulation.

<table>
<thead>
<tr>
<th>Approximation Technique</th>
<th>CPU Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>173.08</td>
</tr>
<tr>
<td>Cumulant-based technique</td>
<td>1.70</td>
</tr>
<tr>
<td>GRASS</td>
<td>4.48</td>
</tr>
<tr>
<td>Linear homogeneous</td>
<td>7.79</td>
</tr>
<tr>
<td>Linear nonhomogeneous</td>
<td>14.07</td>
</tr>
<tr>
<td>m.o.n.a. with 2 terms in the supply side mixture</td>
<td>1.89</td>
</tr>
<tr>
<td>m.o.n.a. with 6 terms in the supply side mixture</td>
<td>2.69</td>
</tr>
</tbody>
</table>

Fig. 3. The point-wise error in the "mixed" e.l.d.c.
computed with three techniques for the EPRI D
system. The error is measured with respect to
the benchmark.

CONCLUSION

We have reported on the development and testing of
an efficient and accurate approximation technique for
the evaluation of e.l.d.c.'s. The strong capability of
the m.o.n.a. technique to approximate e.l.d.c.'s
and e.l.d.c.'s overcome one of the principal deficiencies of
other approximation techniques such as cumulant-
based ones [7]. The excellent comparative performance
of the m.o.n.a. technique with respect to that of
commonly used approximation schemes leads to the con-
cclusion that the m.o.n.a. technique is a superior
scheme for evaluating e.l.d.c.'s. An extension of the
ideas used for the m.o.n.a. technique is the development
of a scheme based on a mixture of cumulants. Limited
testing indicates this to be a promising approach. An
extension in a different direction is the approach re-
ported in [10].
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APPENDIX A: PROPERTIES OF THE M.O.N.D.

A. The mean $\mu$ of the m.o.n.d. or Eq. (1) is

$$\mu = \sum_i \omega_i \mu_i$$

(A-1)

B. The variance $\sigma^2$ of the m.o.n.d. of Eq. (1) is

$$\sigma^2 = \sum_i \omega_i (\mu_i^2 + \mu^2) - \mu^2$$

(A-2)

C. The convolution of two m.o.n.d.'s is itself a mixture of normal distributions whose parameters can be simply determined from those of the two m.o.n.d.'s.

The derivation of Eqs. (A-1) and (A-2) is a simple exercise. We prove Property C using the following Lemma [9]: Let $X$ and $Y$ be two independent r.v.'s each with corresponding m.o.n.d.'s $F_X(x) = \sum_i \omega_i \Phi(x; \mu_i, \sigma_i)$ and $F_Y(y) = \sum_j \eta_j \Phi(y; \mu_j, \sigma_j)$. Then the distribution of $X + Y$ obtained from the convolution of $F_X(*)$ with $F_Y(*)$, where $f(y) = \frac{df}{dy}$, is given by

$$F_{X+Y}(z) = \sum_{k=1}^n \gamma_k \Phi(z; \mu_k', \sigma_k')$$

with

$$\omega_x = \sum_i \omega_i \gamma_k, \quad \gamma_k = \sum_j \eta_j \Psi(z; \mu_k', \sigma_k')$$

APPENDIX B: SUPPLY SYSTEM REPRESENTATION

Each generating unit may be represented using a multi-state model. We denote the maximum capacity of unit $i$ by $c_i$. If unit $i$ has $(s_i+1)$ states, define for $k=0,1,\ldots,s_i$ the quantities:

$$c_{ik} \hat{=} \text{capacity of unit } i \text{ associated with state } k$$

$$x_{2ik} \hat{=} \begin{cases} 1 & \text{if unit } i \text{ is in state } k \\ 0 & \text{otherwise} \end{cases}$$

$$P_{ik} = P [ x_{2ik} = 1 ]$$

Note that by definition $c_{i0} = 0$, the capacity when unit $i$ is on full outage and $c_{is_i} = c_i$, the rated capacity of unit $i$. For simplicity, let

$$P_i \hat{=} P_{i,1}, s_i \quad \text{and} \quad Q_i \hat{=} P_{i,0}$$

The outage capacity of unit $i$ is

$$z_i = c_i - \sum_{k=0}^{s_i} c_{ik} x_{2ik}$$

For a group of arbitrary generating units $1,2,\ldots,n$, we define $F(x)$ to be the c.d.f. of the outage capacity of units $1,2,\ldots,n$:

$$F_n(x) = P \left[ \sum_{i=1}^n z_i \leq x \right]$$

We next provide the details for developing an approximation to $F_n(x)$ based on a m.o.n.d. The joint generation state, or simply state, of a group of $n$ units refers to a possible realization of the r.v.'s $X_{1,k}, i=1,2,\ldots,n; k=1,2,\ldots,s_i$. A state is characterized by a vector $k(n) = [k_1,k_2,\ldots,k_n]$. Here $k_i$ corresponds to that index $k$ for which $X_{1,k_i} = 1$, i.e.

$$k_i = \sum_{k=0}^{s_i} k_{ik} x_{1ik}$$

With each state we can associate an index:

$$e_n [k(n)] = \sum_{i=1}^n k_i$$

The maximum value $e_{n,max}$ of $e_n [k(n)]$ is:

$$e_{n,max} = \sum_{i=1}^n s_i$$

which corresponds to the state of no outages in any of the $n$ units. Let $S_n$ denote the state space, i.e., the set of all possible states, of the group of $n$ units. Let $r>0$ be some integer value. We decompose the set $S_n$ into $r+1$ nonintersecting subsets. For $j=0,1,\ldots,r$ we define subsets $Q_n,j$ of $S_n$ of states characterized by an index whose value is $e_n [k(n)]$.

$$Q_n,j = \{ e_n [k(n)] \leq e_{n,max} - j \}$$

And we define

$$P_{n,j} = P [ e_n [k(n)] \leq e_{n,max} - r ]$$

A state $k(n)$ may belong to one and only one of the $r+1$ subsets $Q_n,0, Q_n,1,\ldots,Q_n,r$. It follows that

$$S_n = Q_n,0 \cup Q_n,1 \cup \ldots \cup Q_n,r, Q_n,0 \cap Q_n,j = \emptyset$$

We may evaluate $F_n(x)$ by conditioning over these $r+1$ subsets of $S_n$ [9]:

$$F_n(x) = \sum_{i=1}^n \sum_{j=0}^r P_{i,j} F_{n,j}(x) P_{n,i,j}$$

where

$$P_{n,j} \hat{=} P [Q_n,j]$$

$$F_{n,j} \hat{=} P \left[ \sum_{i=1}^n x_i \leq x \right]$$

We approximate the $F_{n,j}$ by normals so that we may approximate $F_n(x)$ by $F_n(x)$ where:

$$F_n^*(x) = \frac{r}{\sum_{j=0}^r} \Phi(x; \mu_{n,j}, \sigma_{n,j}) P_{n,j}$$

with

$$\mu_{n,j} = E \left[ \sum_{i=1}^n x_i \right] k(n) \hat{=} E [Q_n,j]$$

$$\sigma_{n,j}^2 = var \left[ \sum_{i=1}^n x_i \right] k(n) \hat{=} var [Q_n,j]$$

The use of the approximation in Eq. (B-1) makes numerical convolution unnecessary for evaluating c.i.d.c.'s.
Instead, the outage parameters $\pi_{n,j}$, $\mu_{n,j}$, and $\sigma^2_{n,j}$ must be evaluated. The evaluation is performed recursively each time the value of $n$ is increased/decreased due to the incorporation/withdrawal of another unit into the group of units being considered.

It is convenient for the development that follows to introduce some simplifying notation. We define:

\[
s = s_{n+1} - t \min\{s_j\} - v \min\{s_r\}
\]

The recursive evaluation of the parameters is based on the properties of the subsets $\Omega_{n,j}$ [9].

Recursive Evaluation of the $\pi_{n,j}$. Recall that $\pi_{n,j} = P\{\Omega_{n,j}\}$ is the probability associated with the subset in which all the states have an index value of $[e_{n,max} - j]$. The $\pi_{n,j}$ can be recursively evaluated using simple probabilistic arguments [9]:

\[
\pi_{n+1,0} = \pi_{n,0} \pi_{n+1}
\]

\[
\pi_{n+1,j} = \sum_{k=0}^{\min\{s_j\}} \pi_{n,j-k} \pi_{n+1,s-k} 0 < j < r
\]

\[
\pi_{n+1,r} = \sum_{k=0}^{v} \pi_{n,r-k} \pi_{n+1,k}
\]

Recursive Evaluation of the $\mu_{n,j}$. The conditional expectation $\mu_{n,j} = E\{\sum_{k=0}^{s_j} \xi_k | \Omega_{n,j}\}$ gives the expected value of the outage capacity conditioned over the subset of states with the index $[e_{n,max} - j]$. The $\mu_{n,j}$ may be recursively evaluated [9]:

\[
\mu_{n+1,0} = \mu_{n,0} = 0
\]

\[
\mu_{n+1,j} = \sum_{k=0}^{\min\{s_j\}} \mu_{n,j-k} \pi_{n+1,s-k} \pi_{n+1,j}
\]

\[
\mu_{n+1,r} = \sum_{k=0}^{v} \{ \mu_{n,r-k} + \pi_{n+1,k} \}
\]

Recursive Evaluation of the $\sigma^2_{n,j}$. The conditional variance $\sigma^2_{n,j} = \text{var}\{\sum_{k=0}^{s_j} \xi_k | \Omega_{n,j}\}$ gives the variance of the outage capacity conditioned over the subset of states with index $[e_{n,max} - j]$. The $\sigma^2_{n,j}$ may be recursively evaluated using basic probabilistic arguments [9]:

\[
\sigma^2_{n+1,0} = \sigma^2_{n,0} = 0 = 0
\]

\[
\sigma^2_{n+1,j} = \sum_{k=0}^{\min\{s_j\}} \{ \sigma^2_{n,j-k} + (\mu_{n,j-k} - \mu_{n+1,s-k})^2 \}
\]

\[
\sigma^2_{n+1,r} = \sum_{k=0}^{v} \{ \sigma^2_{n,r-k} + (\mu_{n,r-k} - \mu_{n+1,k})^2 \}
\]

The recursive evaluation of the parameters $\pi_{n,j}$, $\mu_{n,j}$, and $\sigma^2_{n,j}$ in Eqs. (B-2)-(B-10) corresponds to the convolution operation in production simulation. For every additional unit loaded to meet the demand, the values of $\pi_{n,j}$, $\mu_{n,j}$, and $\sigma^2_{n,j}$ are computed. When production simulation involves the loading of multiple-block units it is necessary to compute the parameters $\pi_{n,j}$, $\mu_{n,j}$, $\sigma^2_{n,j}$ for both loading and unloading. This is so because when an additional block of a previously loaded unit is loaded in the simulation, the previously loaded portion of the unit is first removed. The unit is then loaded with a capacity equal to the sum of the capacities of the previously loaded block and the additional block. Unloading of a unit (or part of a unit) corresponds to deconvolution in the production simulation. In the m.o.n.a. technique the deconvolution operation is implemented by reevaluating the parameters $\pi_{n,j}$, $\mu_{n,j}$, and $\sigma^2_{n,j}$.

Deconvolution: Evaluation of the $\pi_{n,j}$:

\[
\pi_{n,0} = \pi_{n+1,0} \pi_{n+1}
\]

\[
\pi_{n,j} = \pi_{n+1,j} + \sum_{k=0}^{s_j} \pi_{n,j-k} \pi_{n+1,s-k} \pi_{n+1,k}
\]

Deconvolution: Evaluation of the $\mu_{n,j}$:

\[
\mu_{n,0} = 0
\]

\[
\mu_{n,j} = \mu_{n+1,j} + \sum_{k=0}^{s_j} (\mu_{n,j-k} - \mu_{n+1,s-k}) \pi_{n+1,k}
\]

Deconvolution: Evaluation of the $\sigma^2_{n,j}$:

\[
\sigma^2_{n,0} = 0
\]

\[
\sigma^2_{n,j} = \sigma^2_{n+1,j} + \sum_{k=0}^{s_j} [\sigma^2_{n,j-k} + (\mu_{n,j-k} - \mu_{n+1,s-k})^2]
\]
\[ q_{r,t} = \frac{1}{\mu} \sum_{k=0}^{n} r_s \Phi_k \left( \mu + \xi_{s} \right) + \int_{\mu}^{\infty} f_{s} \left( q_{r,t}, q_{r,t} + \xi_{s} \right) dq_{r,t} \]

- \frac{1}{\mu} \sum_{k=0}^{n} r_s \Phi_k \left( \mu + \xi_{s} \right) + \int_{\mu}^{\infty} f_{s} \left( q_{r,t}, q_{r,t} + \xi_{s} \right) dq_{r,t} / \mu_{r,t} \]

\[
(8-19)
\]

Two-State Case. The recursive equations for convolution and deconvolution in the m.o.n.a. framework are considerably simplified if it is assumed that no unit can be in a partial outage state; that is, with the density of the outage r.v. of Eqs. (B-2)-(B-10) and Eqs. (B-11)-(B-19) reduce to a group of units. In this the recursive

- \[ P_{i,1} + P_{i,0} \]

A subset \( Q_{n} \) of the state space \( Q \) is the collection of states with the property that if units out of a group of \( n \) units have failed for \( 0 \leq r < n \). \( Q_{n} \) is the collection of states such that \( r \) or more units have failed out of a group of \( n \) units. In this case the recursive relation of Eqs. (8-2)-(8-10) and Eqs. (8-11)-(8-19) reduce to those given in Tables I and II, respectively.

APPENDIX C: EQUIVALENT LOAD REPRESENTATION

The e.l.d.c. \( \mathcal{F}_{n}(x) \) associated with the equivalent load, which is the sum of the system load and the outages of a group of \( n \) units, is defined to be

\[ \mathcal{F}_{n}(x) = P[\sum_{i=1}^{n} r_{i} > x] \]

\( \mathcal{F}_{n}(x) \) may be computed by convolving the original l.d.c. with the density of the sum of the outage r.v.'s of the \( n \) units:

\[ \mathcal{F}_{n}(x) = \mathcal{F}(x) * f_{n}(x) \]

where \( f_{n}(x) \) is the density function of the outage capacity

\[ f_{n}(x) = \frac{d}{dx} F_{n}(x) \]

In the m.o.n.a. technique framework, we approximate \( \mathcal{F}_{n}(x) \) by

\[ \mathcal{F}_{n}^{*}(x) = \mathcal{F}^{*}(x) + r_{n}^{*}(x) \]

where

\[ r_{n}^{*}(x) = \sum_{j=0}^{k} \sum_{i=1}^{n} \Phi \left( \mu_{k} + \xi_{i} \right) \left( \sigma_{k}^{2} + \sigma_{i}^{2} \right) \]

is the derivative of \( F_{n}^{*}(x) \) as defined by Eq. (B-1).

Property C of Appendix A implies that \( \mathcal{F}_{n}^{*}(x) \) is a m.o.n.d. It can be shown that the weights of this m.o.n.d. are \( \mu_{k} + \mu_{i} \) and the standard deviations and \( \sigma^{2} + \sigma^{2} \), \( k = 1,2,\ldots,K ; j = 0,1,\ldots,r \) [9]. Thus

\[ \mathcal{F}_{n}^{*}(x) = \sum_{k=1}^{K} \sum_{j=0}^{r} \mu_{k} + \mu_{i} \Phi \left( \mu_{k} + \mu_{i} \right) \left( \sigma_{k}^{2} + \sigma_{i}^{2} \right) \]

Discussion

J. K. Delson (Electric Power Research Institute, Palo Alto, CA): An important feature of EGEAS, the Electric Generation Expansion Analysis System originally distributed by EPRI in 1983, is the efficiency of its production costing subroutine. The calculation utilizes the equivalent load duration curve, but instead of the original Baleriaux method, which is based, on numerical integration, an analytical expression is formed using a series expansion based on statistical cumulants. This significantly reduces the calculation effort but also introduces inaccuracies. The shortcoming is mainly apparent in analysis of smaller power systems. The tests described in this paper show that MONA is almost as fast as the cumulant method but reduces its inaccuracies. MONA first sorts load data strictly by magnitude, forming, for example, three groups of bounded loads. Bell-shaped normal distributions are fitted to each group of load data. These normal distributions are then combined into a single analytical representation of the load. A problem may arise because the goodness of fit depends on the boundary levels selected for sorting the load data. A related problem is that each normal distribution, fitted to a defined range of loads, actually covers an infinite range. The tails of the distribution that extend on either side of the load boundaries are not only superfluous but also may degrade the final analytical expression for the complete load distribution. To help overcome these limitations, an interactive but somewhat time-consuming trial and error graphics program was designed by R. Taber Jenkins to facilitate selection of the load subdivisions [1]. A further advance was made through an automatic optimum search technique, based on minimization of error through a least squares fit, that was applied to this problem by Danny Sutanto and his coworkers [2]. In Sutanto's method complete normal distributions are used from the very beginning of the subdivision process. This method not only removes the arbitrariness in the division of the loads into groups but also assures that the tails of the individual distributions will not degrade the final curve fit. In summary, this paper demonstrates a technique, MONA, that offers an attractive improvement over the basic cumulant technique, particularly for smaller power systems. Developments have continued, and as illustrated by Sutanto's technique, MONA itself may also be ready to be supplanted.
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George Gross: I wish to thank Dr. Delson for his discussion which provides the reader with his view of some of the developments in the computation of e.l.d.c.'s after our work on m.o.n.a. was completed in 1984. We are in clear agreement with his comments on the shortcomings of the cumulative technique [9]. However, I wish to make two clarifications concerning his remarks on the m.o.n.a. technique. Our extensive tests show that the goodness-of-fit of the m.o.n.a. to the l.d.c. and the e.l.d.c.'s is relatively insensitive to the location of the boundary demarcations of the \( K \) classes of loads. These results are reported in [9]. Moreover, the goodness-of-fit is also insensitive to the number of classes \( K \) in the range 2 \( \leq K \leq 4 \). Dr. Delson points out correctly that in the m.o.n.a. each normal approximating the distribution in the class extends over an infinite range. This, however, is not a problem except at the base load point. At this point, a small correction is made to ensure that the m.o.n.a. of the l.d.c. is exactly 1 for all values less than or equal to the base load. Judging from our extensive test results, and contrary to Dr. Delson's view, this correction in no way degrades the goodness-of-fit of the approximation to l.d.c.'s and e.l.d.c.'s.

We are pleased that our work on m.o.n.a. has acted as a stimulus for additional developments in the computation of e.l.d.c.'s as cited by Dr. Delson and additional references in Appendix D of [9]. Our results with the m.o.n.a. technique indicate, indeed, that it is a very robust and accurate technique. Readers may be interested to learn that, based on the m.o.n.a. approach was used in the implementation of a major commercial microcomputer-based production costing package.
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